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What is topology in data science?
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Social networks Molecule structure ML model architecture

Underground networks Citation networks Intelligent agent system

Topology is everywhere in real-world problems! 3]




Useful, especially in Vertical Domain

machine learning problems.

(Topological learning is a approach that focus on construction, adaptation,
optimization and analysis of topological structures so as to better handle specific

J

Topological learning strategies V.S.

| 1 \ | Combinatorial optimization:
SR BT learn from topology
structures in physical space

greedy Nearest neighbor
N_§ . .
\’/ ==, Molecular property prediction:
i learn from topology structures
§v 1 .I .
N RS of molecules

Multi-agent collaboration: learn
topology among intelligent agents
for better agent collaboration

Vertical domains

Small Data &
Strong Knowledge

Efficiency & Cost

Accumulation &
Knowledge Transfer

Financial Risk+ Intelligence Analysis

Specialized Knowledge

Biomedicine & Healthcare
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Expensive Label Few Samples
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Legal Judgments. Clinical Diagnosis

Clear Causality | Traceable Pathways




The strength of topological learning
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Technological trends

Molecular property prediction Knowledge graph completion

Graph transformers o
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Topological learning develops fast
* Graph embedding — GNNs — Graph transformers
 LLMs are also used in topological learning problems recently




Timeline

4 N\
The way we utilize topological structure is evolving
* From learnable embeddings to neural architectures
* From neural modeling to versatile integrations
o J
Evolving trends
Multi-agent
LLM + graph GPTSwarm Topology in method
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Our Works

* In recent years, we propose evolving topological learning algorithms

Method type Name Topology usage
KG embedding AutoBLM topological structure only in data
Evolving
route GNN RedGNN topological structure in graph model
LLM + GNN DualR use topological structure
in graph model to enhance LLMs
: design topological structure
l Multi agent system AlEvo among intelligent LLM agents



AutoBLM for automatic scoring design

Y. Zhang, Q. Yao, J.T. Kwok. Bilinear Scoring Function Search for Knowledge Graph Learning. IEEE TPAMI. 2023

Method type Name
[ KG embedding AutoBLM ]—
Evolving
GNN RedGNN
route
LLM + GNN DualR
Multi agent system AlEvo

Contribution:

Concept: An automated bilinear scoring function
design framework that searches the best KG
embedding method based on data patterns.
Technique: Unified BLM search space with
evolutionary algorithms, enhanced by
filters/predictors exploiting data-inherent
topological patterns.

Results: Outperforms SOTA BLMs on KG tasks,
proving that data-dependent approach leads to
better performance.
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Scoring function should be data-dependent

* Limitation of existing works:
 Manually designed bilinear scoring functions (e.g., DistMult, ComplEx) fail
to generalize across various knowledge graphs due to their fixed
topological inductive biases.

* |dea: KG embedding methods follow unified bilinear function form. Utilize
AutoML to automatically search for the best scoring function to fit data patterns.

(a) DistMult. (b) SimplE.
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Evolutionary search with predictor

Search a unified discrete matrix space encoding topological interactions (e.g.,
symmetry/antisymmetry) via evolutionary operators, accelerated by a filter to reduce
the size of search space and a predictor to reduce the cost of training.

randomly | \_ mutation
A set of generate two \ — | \ \
promising | e * -
structures. \ crossover L) 5 \
N - \\\
update N\
train
& e Predictor | | Fjlter
evaluate

> Final return 12



Data-dependent approach leads to better performance

WNI18 FB15 k WNI8RR FB15k237 YAGO3-10
model MRR H@l H@10 MRR H@!1 H@10 MRR H@l H@10 MRR H@1 H@10 MRR H@l H@10
(TDM) TransH 0521 — 945 0452 — 766 018 — 451 0233 — 401 — — —
RotatE 0949 944 959 0797 746 884 0476 428 57.1 0338 241 533 0488 396 663 ¢ BLMs are better than
PairE — — — 0811 765 896 — — — 0351 256 544 — — —
(NNM) ConvE 0942 935 955 0745 67.0 873 046 39. 48. 0316 239 491 052 45. 66. the other models.
RSN 094 922 953 — — — — — — (028 202 453 — — —
Interstellar — — —  — —  — 048 440 548 032 233 508 051 424 664 .
CompGCN  — — — — = o4 143 346 035 24 :5 — — - * Thereisno absolute
(BLM) TuckER 0953 949 958 0795 741 892 0470 443 526 0358 266 544 — — — :
DistMult 0821 71.7 952 0775 714 872 0443 404 507 0352 259 546 0552 47.1 689 winner among the
SimplE/CP 0950 945 959 0.826 794 90.1 0462 424 551 0350 260 544 0565 49.1 71.0 BLM
HolE/ComplEx 0951 945 957 0831 796 905 0471 430 551 0345 253 541 0563 490 70.7 S.
Analogy 0950 94.6 957 0816 780 89.8 0467 429 554 0348 256 547 0.557 485 704
AutoBLM 0952 947 961 0.853 821 910 0490 451 567 0360 267 552 0571 50.1 715 )
AutoBLM+ 0952 947 96.1 0.861 832 913 0492 452 567 0.364 27.0 553 0577 50.2 715 de5|gned ones, the SFs
LU L L O O w; i n; searched by AutoBLM

it - \ 'Rty \ - j\\_ - \\ " always lead the
AN L N E N\ A 0. NS, " performance.

Qo BRI R RGeS

(a) WN18. (b) FB15k. (c) WN18RR. (d) FB15k237. (e) YAGO3-10.
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Outstanding performance on vertical domain tasks

\FB15k dataset MUTAG
0.8 et GCN 68.83
T . R-GCN 74.12
~ howie i [ —— CompGCN | 8537
—SpnxﬂE' % o —ConvE AutoBLM 8500
~ SimplE/CP | T SmplEIcP AutoBLM+ 85.88
ComplEx/HolE ComplEx/HolE
""" Quate” 0.5 ot
. -y - T Molecule relation prediction
"0 20 40 60 80 100 120 "0 2 4 6 8
time (minutes) time (hours) d ¢ ; BGS
atase
GCN 73.79

* On entity relation prediction task for R-GCN 82.97

CompGCN | 84.14
AutoBLM 84.83
AutoBLM+ | 86.17

knowledge base, AutoBLM achieve better

performance and comparable time as other

human designed bilinear models Geological material prediction
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RED-GNN for effective knowledge graph reasoning

Y. Zhang, Q. Yao. Knowledge graph reasoning with relational digraph. WWW. 2022

Method type Name
KG embedding AutoBLM
Evolving
GNN RED-GNN
route
LLM + GNN DualR
Multi agent system AlEvo

Contribution:
e Concept: an effective GNN methods to capture

complex graph pattern and interpretable
reasoning path in knowledge reasoning
problems

Technique: propose r-digraph to bridge path
and subgraph, and design RED-GNN to
recursively encode r-digraph through query
dependent attention weights

Results: RED-GNN shows significant gains over
the state-of-the-art reasoning methods in
knowledge graph reasoning tasks. It also
achieve high efficiency and interpretable results

15



Trade-off for informative reasoning and cost

* Limitation of existing works:

* Path-based reasoning is interpretable and transferable, but cannot capture
complex patterns in graphs

* Subgraph-based reasoning can explicitly extract complex graph structures, but
usually have high computational cost

* |dea
* Introduce a novel relational

| : Voo eal3 Spider-2*
acted_in -
et
3
€qeald 2

structure to bridge pathand ~ M&= Vs St S ey
S u bg ra p h ) a n d p rO p Ose a n nclcd\dn _\\\'\\‘> aclc\cIJ‘m Eezq.cau 3 ° ' " | /
effe Ct ive G N N m et h Od tO &-\;b'/\\ > By VC’“ £al3 S‘lin' Spidc:t-?.' Tobey! Spi&fer-l
encode that relational E\"“\ S * 8L i S

St r U Ct u re Sam = Ve eal? Sam"

Knowledge graph and extracted r-digraph
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Relational digraph and encoder

* GNN for r-digraph encoding

* Extract the neighborhoods of
both e, and e;

* Relational digraph

* Intersect the neighbors to
construct the subgraph;

* Run the message passing

initialize kY (e,,7q,€.) = 0;
for£=1,2:.vs . do

message passing for entities ¢ € V,'.,',, ;. with (4);
end for

(¢ ¢:Tq» €e) :.5( Z r‘l:h: e a1 Ty € I.h: l) (4)

o(ht Y eqyrgsec), ht) =0t  WH(hE ey, rq, e HDE)

T €5,T|Tq

» Scoring with graph-level representation
s(eq,rq,ec) = wThéC(eq,rq,ec)

* Loss function

L= Z ( log s{eq, 'y €a) > positi\/e

(e, v‘,.‘,;.‘Q,,.

®OO O

* Path has more regular form than subgraph.
 The order in path can provide explanation.

AU | ‘ ; .
> 2‘\ :‘\‘_]‘ 1()}.'\ “ - .\.'l_l“..rllnr ])) — > negatlve
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RED-GNN is effective and efficient

e Transductive reasoning

Transductive reasoning. Best performance is indicated by the bold face numbers, and the second best is underlined. Hit@1 and Hit@10 are

formed as percentage values. ‘- means unavailable results and results for methods with “** are copied from the original papers.

. del Family UMLS WN18RR FB15k-237 NELL-995
ype models | MRR Hit@l Hit@l0 | MRR Hit@l Hit@l0 | MRR Hit@l Hit@l0 | MRR Hit@l Hit@10 | MRR Hit@l Hit@10
RotatE | 921 866 988 | 925 863 993 | 477 428 571 | .337 241 533 | 508 448  60.8
triplet ConvE | 912 837 982 | .937 922 967 | 427 392 498 | 325 237 501 | 511 446 619
SimplE | 941 896 991 | 944 905 993 | 480 440 551 | 350 256 538 | 533 466 643
MINERVA | 885 825 961 | .825 728 968 | 448 413 513 | .293 217 456 | 513 413 637
sh | NeuralLP | 924 87.1 994 | 745 627 918 | 435 37.1 566 | .252 189 375 | 403 346 491
p DRUM | 934 881 996 | 813 674 976 | 486 425 586 | .343 255 516 | 423 371 510
RNNLogic* | - - - 842 772 965 | 483 446 558 | 344 252 530 | - - -
CompGCN | 933 883 991 | .927 867 994 | 479 443 546 | 355 264 535 | 412 335 553
boraph | DPMPN | 981 974 981 | 930 899 982 | 482 444 558 | 369 286 530 | 513 452 615
SUbETaPN | NBFNet | .989 988 989 | .813 737 952 | 551 497 666 | 415 321 599 | 294 243 380
| RED-GNN | .992 988 997 | .964 94.6 99.0 | .564 502 67.8 | .418 329 59.0 | .543 47.6  65.1
* Inductive reasoning
Inductive reasoning. The best performance is indicated by the bold face numbers, and the second best is underlined.
WN18RR FB15k-237 NELL-995
V1 V2 V3 V4 V1 V2 V3 V4 V2 V3 V4
RuleN 0.668 0.645 0368 0.624 | 0.363 0.433 0.439 0418 | 0.615 0.385 0381 0.333
Neural LP 0649 0635 0361 0617 | 0.325 0.389 0400 039 | 0610 0361 0.367 0.261
MRR DRUM 0666 0646 0380 0.627 | 0.333 0.395 0.402 0410 | 0.628 0.365 0375 0.273
GralL 0.627 0.625 0323 0553 | 0279 0276 0251 0227 | 0481 0297 0322 0.262
NBFNet 0.684 0.652 0425 0.604 | 0.307 0.369 0331 0305 | 0534 0410 0425 0.237
RED-GNN | 0.707 0.686 0.437 0.634 | 0.369 0.462 0.450 0.428 | 0.623 0.419 0.436 0.363

 RED-GNN consistently achieve good performance

WN18RR (V1)FB15k-237 (V1) NELL-995 (V1)
RuleN | | B

p—
prum I -
e [l .
RED-Alg.1 HG— | - o

Neural LP F

RED-GNN I " -

Ilinference IMtraining

0 5 100 10 20 300 10 20
time (min) time (min) time (min)

 RED-GNN is efficient
compared with
subgraph-based
reasoning methods
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RED-GNN provide interpretable results

* Different query relations for the same query and answer entities

: : (Therapeutic_or Preventive Procedure, Prevents, Disease_or_ Syndrome)
(Hormone, Affects, Pathologic Function)
— Measures @ J
. identity S 2%,
1\ y2) e - ' Ce
o 3 > og, Th ' L= ~2L
ety R : Perape}[l_tlc_or ~ Degree_of~~~___ Disease or
~—~"1dentity identity o Produces ~» Pathologic _rrevenive . 080000 '@ 2 @mEemF X :::9. Syndrome
Hormone @& @ —-=-=== = Function Procedure o, Pt —
Y/ N — - €0z St
~ D[erac ?£9,¢¢ t[{]/ C Q,’
is_ Wit identity o -~ —@~
o—@

(Hormone, Complicates, Pathologic Function)

(Therapeutic_or Preventive Procedure, Complicates, Disease or Syndrome)

identity

Pathologic Therapeutic or .4, . : i
Hormone " Function “Preventive~ @ identity ompllcateq. Precedes Dslsen%erO_n(;lé
_Procedure =

"

* Learned structures are query dependent and meaningful
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DualR for Collaborative Reasoning

G. Liu, Y. Zhang, Y. Li, Q. Yao. Dual Reasoning: A GNN-LLM Collaborative Framework for Knowledge Graph Question
Answering. Conference on Parsimony and Learning(CPAL) 2025.

!
Method type Name Contribution:

* Concept: Following dual-process theory, we
KG embedding AutoBLM introduce a novel framework, Dual-Reasoning,

which integrates an external “System 2” for

in deliberate, explicit reasoning on KGs,

E\:g:,vteg GNN REDGNN complementing the implicit reasoning of LLMs.
* Technique: LLM-GNN collaborative framework

[ LLM + GNN DualR ]— leveraging LLM-empowered GNN model and

knowledge-enhanced multiple-choice prompt.
* Results: SOTA performance on KGQA task,
retaining high efficiency and interpretability.

Multi agent system AlEvo

20



Analogy to Dual-Process Theory

* Following dual-process theory, we propose Dual-Reasoning (DualR) framework,
combines GNN-based structured, deliberate reasoning of “System 2” with LLM-based
intuitive reasoning of “System 1”.

System1 System?2

LLM GNN on KG
intuitive logical
associative deliberate
implicit reasoning explicit reasoning
pretrained knowledge up-to-date knowledge
@
jsdsosnani . 10

. 1-hop neighbors ‘\) . ." : .

& — =- . g - } ) X .

, o} 1om g

- ¥
> ’ ®

Input Graph 277 layer aggregates
messages from

2-hop neighbors
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Framework of Dual Reasoning

/ 3; Graph Neural Network (GNN) on Knowledge Graph (KG) \

g @%"” Runaway

System2,”

First-tier
Reasoning

@ Semantic-aware Knowledge Exploration

o3¢ o 1976 o700
/_,_4,\_:1 . \_Malone / ‘\,_J/ Ve /easb At the
/ ¥ directed ar
(| 1984 ) Earth's
e Teleg e
..... "‘e‘?:§9>}’ear /~ Gary David j i
1 - — \__Goldberg _

“ Bugsy "\ release . year (-

\.

Second-tier
| Reasoning

@ Knowledge-enhanced Answer Determination /,,

; _ Reference answers: 4 o
(SYSt eml %UfSE'O" ”'lq - wL tt’;‘dgq ; A. 1989 (correct probability: 0,996) “}'g
_IaUon Ry = Wy f {Birdy -- written by --William......

textual encoding

Question: when made the
dissemination of the films
whose writers also wrote Birdy?

2

1‘,

> Large Language Models (LLMs)

@ multiple-choice prompt

—>

Answer: The correct answer is
1989. Here's why: ......

\_

J

Dual Reasoning combines GNN-based structured, deliberate reasoning of “System 2” with LLM-based

intuitive reasoning of “System 1”.

22




Dual Reasoning provides more accurate answer,
outperforms all baselines on different datasets.

Performance and Efficiency

Dual Reasoning significantly reduces
interactions with LLM, consuming less
inference costs.

g . WebQSP CWQ
Methods time #interaction | time #interaction
RoG 1.98 2 3.04 2
StructGPT | 3.37 3 4.22 4
ToG 16.7 15 20.5 22
| DualR | 1.29 1 1.99 1

Type | Methods WebQSP CWQ MetaQA-1
KV-Mem 46.7 18.4 96.2
GraftNet 66.4 36.8 97.0
KG-based Embed KGQA 66.6 - 97.5
NSM 68.7 47.6 97.1
SR+NSM 69.5 50.2 -
UniKGQA 751 50.7 97.5
% . KB-Binder 74.4 - 92.9
GPT-3-based | 1 A pING 739 554 5
Llama2-13B 409 22.1 31.9
Llama2- RoG-Llama2-7B 74.2 56.4 -
based ToG-Llama2-70B 68.9 57.6 -
{DualR-Llama2-13B | 78.3 58.0 97.9
ChatGPT 61.2 38.8 61.9
RoG-ChatGPT 81.5 52.7 -
ChatGPT- KD-CoT 68.6 55.7 -
based StructGPT 72.6 55.3 94.2
ToG-ChatGPT 76.2 58.9 -
[DualR-ChatGPT | 82.8 62.0 98.1
GPT-4 67.3 46.0 65.7
GPT-4-based | ToG-GPT-4 82.6 69.5 -
| DualR-GPT-4 | 87.6 73.6 98.3

@,

DualR

A Performance

RoG

StructGPT

ToG

inference cost

>
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Case Study of Faithful Output

Question- What is the most current year the team who won the 2010 World
Answer Series has won another World Series? - 2014 World Series.
Output by The team that won the 2010 World Series, the San Francisco Giants,

Llama2-13B-
CoT

has not won another World Series since then. Therefore, the most
current year they have won a World Series is 2010.

Input Question
and Reference
Answers

Question: What is the most current year the team who won the 2010
World Series has won another World Series?

Reference answers:

A. 2010 World Series (correct probability: 0.487) {relevant facts: (San
Francisco Giants, time.participant.event, 2010 World Series), (San
Francisco Giants, sports.sports_team.championships, 2010 World
Series) }

B. 2014 World Series (correct probability: 0.26) {relevant facts: (San
Francisco Giants, sports.sports_team.championships, 2010 World
Series), (San Francisco Giants, sports.sports_team.champi(mships,
2014 World Series) }

C. 2012 World Series (correct probability: 0.253) {relevant facts: (San

Francisco Gignts, time.participant.event, 2010 World Series), (Sa
Francisco Giants, sports.sports_team.championships, 2 orld
Series) }

Output by
DualR-
Llama2-13B

Based on the information provide most current year the team
who won the 2010 Worl es has won another World Series is:
B. 2014 World Series. The relevant facts provided in the reference

answer indicates that San Francisco Giants won 2010 World Series
and 2014 World Series. Therefore, the answer is B. 2014 World Series.

CoT(without dual
reasoning), suffers from
hallucination and lack of
knowledge, resulting in
wrong answers. )

Dual Reasoning generates
the correct answers,
achieving accurate and
faithful results. [
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AlEvo for Multi-Agent Collaboration

G. Liu, H. Lin, H. Zeng, Q. Yao. Learning from SOP enables Autonomous Collaboration among LLM Multi-Agents. (ongoing).

Method type Name Contribution:

e Concept: We propose AlEvo, an adaptive
KG embedding AutoBLM autonomous SOP-driven multi-agent framework
that integrates RAG and process supervision.

i * Technique: We introduce a structured SOP
E\:g::’tlgg GNN REDGNN repository for adaptive SOP generation, and
design a process supervision mechanism to
LLM + GNN DualR ensure for robust SOP execution.

* Results: SOTA performance on agent
[Multi agent system AIEVO ]_ benchmarks, retaining high task adaptability and

robustness.

25



Limitations of Existing Works

€ Limitations of existing multi-agent systems:
* Rigid collaboration workflow:
e Lack of dynamic adaptability to different tasks
* Cause agent redundancy and low efficiency
* Blind execution process:
e Lack of supervision over the collaboration process

* Lack of optimization for intermediate agents

26



SOP in Multi-Agent System

€ Standard Operating Procedure (SOP) :

v’ a set of detailed and standardized instructions derived from practical experience
v’ serve as a guideline for designing multi-agent workflows

v SOP defines the entire collaborative architecture: the set of specialized agent
roles (with specific instructions and tools) and communication topology/workflow
@ |dea:

v’ leverage LLM to build an SOP repository to enable knowledge reuse
v' autonomous SOP generation via Retrieval-augmented

CHAIN . _ TREE DYNAMIC
ﬂ 1@1 :;Ej @ !l@ @
Y L (g S
& @-m-a @ @ @' PR
v &N ¥ A R ' v Q
D @ @a @@ @ © @@ @
' . . 3 NN : DyLAN
E s Chain Star Tree o
GRAPH - = 2 () s
STANDARD OPERATING PROCEDURE @ @), 4D (@), u y/a .@‘ 3
B, oL AQ' ‘ = ‘I“y_@ i . é";__
EE @ © ™ ) u"éi (& , " Lh C”j " '*@] \ ". .“ :"i_."“ /]
= o oL - ":;-L,’ TR 7 ‘::l.j,’.-'_';r '_"\f.’ : t v PR A
REGULATION  DOCUNENTATION QUALITY  DEVELOPNENT INPLEMENTATION PROCESS STRATEGY INSTRUCTION WORKFLOW 5

Complete Graph Layered Gra |h R indom Graph G I‘awnnn
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Proposed Method

€ We propose AlEvo, an autonomous SOP-driven multi-agent framework that integrates
RAG for adaptive SOP generation, and process supervision for robust SOP execution.

SOP Generation Multi-agent Collaboration

/ SOP y/\\_ B \/ agents &) tools \

repository :v i L l""l,"'x e
() 2 v SOP Agent as Controller:
f x i} St customize agent roles and
Ay - F communication topology
SOP @ J "
k SOP Agent / \ A 7 >t \ J v' Watcher Agent as
—_ ; Supervisor: optimize the
Supervision Vi agent and workflow
P == Personalized
and = experience
optimization pool

J
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Experiment Results

Table 2: Performance comparison on TravelPlanner using Qwen3-235B.

Commonsense

Hard Constraint

Table 3: Performance comparison on GAIA using

Qwen3-235B.

Method Level 1 Level2 Level3 Avg.
Base 29.3 11.3 0.0 16.4
ReAct 329 28.3 6.3 26.8
MetaGPT 34.1 32.1 6.3 29.1
AgentVerse 30.5 19.8 0.0 20.9
GPTSwarm 36.6 32.1 6.3 30.0
AgentSquare  41.5 37.7 0.4 35.0
AlEvo 46.3 41.5 15.6 395

Method Delivery Rate Final
Micro Macro Micro Macro
Sole-Planning
Base 100.0 75.8 13.3 552 48.9 6.7
MetaGPT 08.3 82.5 22.2 60.5 50.5 13.3
EvoAgent 95.6 69.2 13.9 59.5 47.8 8.3
AgentVerse 100.0 79.2 11.1 59.0 533 6.7
AlEvo 98.9 92.9 68.3 68.3 65.6 61.7
Two-Stage
ReAct 89.4 60.4 7.2 24.0 16.6 5.6
MetaGPT 95.6 65.3 14.4 19.8 16.1 8.9
AgentVerse 100.0 66.7 4.8 15.2 10.6 2.2
AgentSquare 98.3 81.2 33.3 20.5 15.6 13.3
AlEvo 95.6 85.3 47.8 49.5 44.4 394

AlEvo substantially outperforms all

baselines on multi-agent multi-tool task.

Customizing query-dependent
workflows can effectively boost

performance.
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Typical Vertical Domain: Drug Related Applications

* In drug-related vertical domain tasks, there are various topological
structures that are worth studying

Molecule structure Biomedical networks

* Typical tasks

* Drug-drug interaction prediction * Molecular property prediction
* Drug-target interaction prediction * Drug molecule generation

31



_______~\

Application: drug-drug interaction prediction

Drug-Drug Interaction

Possible Effects

Decrease Action Increase Action Cause Adverse
of Drugls) of Drug(s) Effects

Clinical drug combinations are common

Adverse reaction

S. No. | Drugs Interaction Combination Frequency Outcome
1 Ceftriaxone + Calcium Gluconate 6 Precipitation of ceftriaxone-calcium salt
2 Fusbesiiids + Amkasn 5 Potentiate the nsk' qf oto- and

nephrotoxicity
3 AR Al 3 Severe and/or proloqged respiratory
depression

4 Omeprazole + Clopidogril 2 Decreased effectiveness of Clopidogril
5 Aspirin + Clopidogril 2 Increased platelet inhibition effect

Five major drug interaction combinations and their outcomes

o mmm mmm mm mm e e mmm M e e Mmm Mmm e e Mmm Mmm M e Mmm Mmm M M Mmm Mmm M e Mmm Mmm M M Mmm Mmm M e Mmm M Smm M Mmm Mmm M e Mmm Mmm S e Mmm Mmm M e Mmm Mmm M G Mmm M M e Mmm M M e Mmm M M M Mmm M e e e e

* 6.7% of hospitalized patients have a serious adverse drug reaction with a

fatality rate of 0.32%.

--U.S. Food and Drug Administration

____________________________________________________________________________

* |dentifying DDI by laboratory studies is extremely costly and @’?‘

time-consuming

 Computational methods are proposed to speed up DDI discovery

32



Why DDI is topological learning problem?

e Drug-drug interaction prediction problem setting: N T
* Input: i OY?
* DDI graph with query drug pairs L2 oY /C?
* Other relevant information, e.g. drug molecular structure, \ S C?——’Cf
biomedical networks L et /\
: \ ~ '
0
* OUtpUt: Biomedical nctwork§
e Interaction type between two drugs. (Drug A, ?,DrugB) [ &S dee s
/ . . . . . \
* DDI prediction is topological learning problem
* DDI data can be naturally represented by graph
* Relevant information, including drug molecular structure and biomedical
N networks can be well utilized through topological learning methods )




Technique trend for DDI prediction

I Feature based [ Embedding based

" GNN based Graph transformer
* DDI prediction methods are also LLM based
evolving 4 Performance
 Similar to evolutionary trajectory of
topological learning Pl

LLMs

TIGER "

2024

* Characteristic of DDI prediction
(compare with topological learning)

* Data sparsity CSZ'\S'ZQD'|
* Requirement for interpretability

. . . HINDDI MSTE
* Distribution change 2021 | Data amount

n

EmerGNN
2023

Here circle size represent model parameter number.

Methods marked in red are our works
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EmerGNN

A path-aware GNN
leveraging topological
structure within
biomedical networks
to handle data sparsity

s L e
w ""sz/JG. Ad

.

)y ¢
B e |

Augmented
network

Biomadicsl network N

¥

__4..1...

TSR

2. I
Nodas inthe omnstnndi&dﬂw nup

structure

Our Works

CBR-DDI

LLM-based DDI
prediction by utilizing
pharmacological
knowledge from
historical cases

£ 0 binds_ f binds

Fosphenytain VP G"""""’“ Historical

Fosphenyioin can induce the enzyme CYPIASL ‘s activity, Case
leading to Increased metabolsm of Granisetron that alse
s to CYPIAL, Therefore, The metabelivm of Gramisetron
- can be ncreased when combined with Feashenytoin

. b
o=

New
| Case
| Fospbenytain CYPIag Diphenhydramine

The metabaliam of Dighenhydramine can be increased
when combined with Fauphesyton

DDI-Ben

DDI prediction
benchmark focusing
on the problem of
distribution changes
in realistic scenarios

DDI . L
dataset for D DDl of g
?: Anerwa dregs rLE
reulistic ) '
new & 1 . 1
' >
n ange s EALLY WO

P in o > . . _— 7R
Now F g ""' | “a X .' 2
drnge ~— - s a’ | ol

Drug distribation Drug data split New
change modeling ) epidemice
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EmerGNN for solving data-scarcity

Contribution:

* Concept: A path-aware GNN under extreme data sparsity (emerging drugs)
by leveraging topological connectivity within biomedical knowledge graphs.

* Technique: Weakly-supervised relational attention over dynamically
extracted path subgraphs, and bi-directional propagation of structural
information.

* Results: SOTA on S1/S2 DDI tasks with higher accuracy and interpretable
biomedical insights, demonstrating effective knowledge transfer via KG
pathways.

Y. Zhang, Q. Yao, L. Yue, X. Wu, Z. Zhang, Z. Lin, Y. Zheng. Emerging Drug Interaction Prediction Enabled by Flow-
based Graph Neural Network with Biomedical Network. Nat. Comput. Sci. 2023
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Data sparsity is a serious problem

* Limitation of existing methods

» Existing deep learning methods do not perform well, as they require large
amounts of data to train their over-parameterized models.

* |dea: design an effective and  Drugrame--------- Tmemeeo Shared knowledge space
efficient method to extract | e ) |
the shared entities between E'eme"‘t / lbuprofen Granules Clsshs SN e

emerging drugs and existing :( |T,.a,tS ‘ compourds gl
. 1 (7% %& ;"
drugs, like the same targeted | :

Sidk Effpcts

. dlcatl,ons
genes or diseases, through ‘
the structured graph
relationships.
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Weakly supervised learning from external KG

Key Concept:

e Construct a subgraph to extract knowledge related to emerging drugs

* Topological structures in model: set edge attention weights to highlight
important paths and design GNN

Emerging drugs Known DDI Np
— u':, A —

51 -lv
e B

: X;‘ 4';_-

& ]
k- Biomedical network N

W s2

(a) Integrate &
add inverse edges

e

I(b) Path-based subgraph sampling

Augmented network N

hef e

| Probability of

(c) Flow-based GNN
representation learning

e e«
0/1/2/3th flow step

i
\';" ' ’l::,u / S ‘YT =

interaction type

) ;\—.} g \/’3 l(“'v)
hh:r:"—‘ C} g (__,‘"
9, O

O Iy by

(d) Interaction prediction

u (emerging drugs) and v
(existing drugs) share some
of the same entities, such as
genes, side effects, and
compounds.

* Weighing the different types
of  relationships in a
biomedical network.

* More weighted edges on the
path help interpretability.
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Effective knowledge transfer via KG pathways

Index:

Datasets Drugbank Twosides

Type Methods Fl-score Accuracy Kappa PR-AUC ROC-AUC Accuracy ¢ F 1 SCO re ( M ac ro) ( M d I n )

DF CSMDDI 45.5(1.8) | 62.6(2.8) | 55.0(3.2) | 73.2(2.6) | 74.2(2.9) | 69.9(2.2) i Accuracy

GF HIN-DDI 37.3(2.9) | 58.9(1.4) | 47.6(1.8

81900 | 83809 | 7231) e Cohen’s Kappa coefficient(Cohen,

Emb KG-DDI 26.1(0.9) | 46.7(1.9) | 35.2(2.5

79.1(0.9) | 77.7(1.0) | 60.2(2.2) 1960)

86.0(0.5) | 85.6(0.5) | 77.9(1.0)

Overall, EmerGNN significantly
86.5(0.6) | 87.2(0.6) | 79.0(0.2)

LLM TextDDI 58.7(1.2) | 66.3(0.3) | 59.2(0.4

) (
) (
) (
GNN DeeplGF | 39.7(2.3) | 60.7(2.4) | 51.0(2.6) | 81.4(2.1) | 82.2(2.6) | 72.8(2.8)
) (
) (
) (

(
(
GF TIGER 47.0(3.0) | 60.5(2.8) | 52.3(3.2
(
(

50.607) | 9L.5(L.0) | 82.6(0.7) outperforms all comparison

GNN EmerGNN | 62.0(2.0) | 68.6(3.7) | 62.4(4.3

methods with a small P-value.

—_
S »
-

) — (a) EmerGNN outperforms baseline
on all occurrence frequencies.

(b) Complementing emerging drug
, interactions: EmerGNN improves
| = 1 “| performance by adding more interactions
I ' ;M and remains the best of all methods

O T e20% Z1%30% A1%-60% 61%-80% B1%-~100% " 1 3 PR 5.. Compa red-

Groups of interactions based on f eql eney Number of added DDI interactions

Average F1 score (%) in each group
5 w 2




Enhancement on interpretability

An existing drug A new type of drug

Target: Tapentadol (DB(6204) may decrease the analgesic activity of Dolasetron (DB00757).

. binds binds_inv
Path1 (0.6666): Tapentadol — CYP2D6 (P450) — Dolasetron

Explanation: Tapentadol can binds the P450 enzyme CYP2D6 (Gene::1565), which is vital
for the metabolism of many drugs like Dolasetron (Estabrook, 2003). In addition, Binding
of drug to plasma proteins is reversible, and changes in the ratio of bound to unbound drug
may lead to drug-drug interactions (Kneip et. al. 2008).

resembles

#39:1 constipating
Path2 (0.8977): Dolasetron —— Hyoscyamine ——————

_ #39_Inv
Eluxadoline——Tapentadol

[ ] S e [h(g}&‘f« = |IJ
path - Disesse: IV 1OTHE ﬁ*:\
Genod DRWST2 \Q?:u.w.
DBOSSA | 3
iR 21
DR Ui T Lo
R
Z path2 DO |
DR DAIWTS2 N
D 193
1) 52 DRI e Dby DBBAS
- .-

Explanation: Dolasetron is similar to drug Hyoscyamine (DB00424). Hyoscyamine and
Tapentadol can get some connection since they will both increase the constipating activity of
Eluxadoline (DB09272). As suggested by Liu and Wittbrodt (2022), reversing opioid-
induced constipation often causes the unwanted side effect of analgesia reversal.

Target: Tapentadol (DB06204) may reduce the analgesic activity of Dolacidol (DB00757)
CYP2D6(P450)

Path declaration: Tapantadol binds to the P450 enzyme CYP2D6 (Gene: :1565), which
is critical for the metabolism of many drugs, such as Dolacidone (Estabrook, 2003). In
addition, the binding of drugs to plasma proteins is reversible, and changes in the ratio
of bound to unbound drugs can lead to drug-drug interactions.

Path1: Tapentadol Dorasichon

EmerGNN can find
important pathways for
emerging drug interactions

- 0.8

Trstiog peviormanes

Interactions to be predicted
&
£

nimr i 'ni

(PSP, Y- "o ) -yt a1, vom 107 s by
- [, Cober— L P W B

Nnttaits of A5 with swhertnd edlges

Biomedical relations in clected paths

Use only Full network/First 1 Relationship
(CrC)/First 3 relationships /... /10% random edge
/30% random edge /...

Correlation between iy,..q and
the biomedical relationship r

EmerGNN can select important
and relevant relationships in
the biomedical network
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Our Works

EmerGNN CBR-DDI DDI-Ben

A path-aware GNN LLM-based DDI DDI prediction
leveraging topological prediction by utilizing benchmark focusing
structure within pharmacological on the problem of
biomedical networks knowledge from distribution changes
to handle data sparsity historical cases in realistic scenarios

WS "G 51 e .— )
/ ; .\ r 0 binds f binds
| AT

Dol it et
! - dataset for Dl DDl 9T o
Augmented | S . Nyl g
g ZF‘_ Fosphenytain CYPIAS Gunlsmon Historical reslistic Moo i
network Fosphenyioin can induce the enzyme CYP3AS 's activity, Case GEANK] Sccnana B R 3
| B z leading to Increased metabalsm af Granisetran that alse , new 2 4
PR it 10 CYPIAL, Tharefore, The metabelivm of Gramisetron |
B 5 can by mcrvased whaen combined with Fosghenytoin
- Biomedicsl network Ny, m change s atio ewo
' bénds binds ~ . Y'® e a _ “sn
____.L.' - — ‘ ew < fl A P dr 8 Aot
on . L) | o o
‘ Case dregs ) b x/ | e
| Fospbenytain CYPIag Diphenhydramine
GNN M —— —_— e ms distribution DNK d‘h‘l Sp‘" New
é [} h [_ \.l/ change modeling epdemice
“4

structure
The metabaliam of Dighenhydramine can be increased
w cembired with Fawphesyton

2. I
Nodas inthe omnstnndi&dﬂw nup
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CBRDDI for distilling knowledge

Contribution:

* Concept: Inspired by clinical case-based reasoning, CBR-DDI enhances LLM-
based DDI prediction by integrating topological graph structures to distill
pharmacological patterns from historical cases.

* Technique: LLM-GNN collaborative framework leveraging graph topological
structures, hybrid retrieval, dual-layer knowledge prompting, and
representative sampling for effective case reuse.

e Results: State-of-the-art DDI prediction performance with significant accuracy
gains, retaining high interpretability and flexibility.

G. Liu, Y. Zhang, X. Liu, Q. Yao. Case-Based Reasoning Enhances the Predictive Power of LLMs in Drug-Drug Interaction.
arXiv preprint arXiv 2025.
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Historical knowledge should be valued

* Limitation of existing works:

* Existing methods are
fundamentally constrained by
their inability to distill
actionable pharmacological
mechanisms from complex
drug topological associations.

e |dea:

* Transfer of known interaction
mechanisms from the

historical case to the new one.

a) Naive-CBR Method
(@) g Database

Drug 2

Accuracy & Interpretability l

—-0oJ Similar
labeled pairs
simple (O,0)
retriever (O,
(OR®)

Fosphenytoin

/ o binds

CYP3A4

binds

A~ )
‘@

Granisetron

Fosphenytoin can induce the enzyme CYP3A4 's activity,
leading to increased metabolism of Granisetron that also
binds to CYP3A4. Therefore, The metabolism of Granisetron

Qﬂ be increased when combined with Fosphenytoin. /

0 binds f binds é

 Fosphenytoin CYP3A4 Diphenhydramine

i The metabolism of Diphenhydramine can be increased
i when combined with Fosphenytoin

Historical
Case

New
Case




Distill transferable knowledge from historical cases

e Extract DDI learning cases from GNN-based DDI prediction methods

 Utilizing LLMs to conduct case-based reasoning for DDI prediction
e Case retrieve: based on drug pair input, retrieve relevant historical cases
* Case reuse: using LLMs, obtain prediction results based on retrieved cases
* Case refine: update the knowledge repository based on prediction results

' Case Retrieve : 1 Case Reuse i Case Refine '
: BioKG ! Drug ) ,
i association ' '

——— '
Drug 2 description ) i
\ ) association || Two-tier & g : :
! Hybrid embedding Knowledge ¥ ampie
~ i ) il reak--
|2-_= I .o, :e.:
i Relevant i Ve | e
- ‘\ [33' cases "":’"'
KHoWiedRe o oo e g SINEERN faeey

. } \\ - ; :
Repository g Y Retain :

________________________________



Transferring distilled knowledge is promising

DrugBank TWOSIDES
Type Method S1 S2 S1 S2 Aavg
Acc Fl Acc Fl Recall NDCG Recall NDCG
Feature-based | MLP | 57.77 4253 39.85 20.15| 12.70  14.88 3.60 595 | 6421 ¢
ComplEx 402 1.74 432 1.77 2.30 3.6l 1.62 1.81 32.06 T
MSTE 54.66 40.57 3288 493 5.12 7.37 2.78 3.12 11.02 1
Graili b Decagon 3241 2856 2247 6.12 | 448 6.36 2.38 3.61 1954 T o
PR=RER SumGNN 57.04 5477 2528 17.85 | 4.08 5.24 2.11 3.48 13.03 1
EmerGNN | 68.10 65.78 44.84 3422 | 13.79 16.06 3.01 4.93 2451
TIGER 60.11 5721 3346 19.78 | 11.72 1433 2.69 3.90 7.81 7
LM-based | TextDDI | 66.75 66.53 44.23 3279 | 9.88 1324  4.16 6.04 | 33571
Base 871 410 730 394 | 0.04 0.06 0.02 0.03 | 28921 ¢
Llama3.1-8B Naive-CBR | 47.88 4238 15.02 8.70 3.60 4.47 0.27 0.50 16.24
o K-Paths 17.62 9.06 1229 7.34 | 0.25 0.38 0.07 0.08 | 25.38
CBR-DDI | 68.52 61.57 4494 3243 | 13.89 1545 4.38 7.04 -
Base 893 437 8.02 412 0.05 0.06 0.03 0.03 | 30.21 1
Llama3.1-70B Naive-CBR | 48.09 50.62 21.22 13.04 | 454 5.46 0.68 0.84 15.84 1
ama. K-Paths 31.35 1643 31.12 1487 | 2.09 3.18 1.01 1.42 18.08
CBR-DDI | 71.36 _70.85 47.43 36.88 | 1440 16.97 4.68 7.32 -
Base 12.62 9.61 12.12 6.78 0.03 0.04 0.03 0.05 | 28821
DeepSeek-V3 | Naive-CBR | 55.20 47.24 2226 1546 | 3.18 4.22 0.32 0.47 14.78 1
-671B _K-Paths 3452 18.17 3233 1541 1.73 2.21 .19 1.66 17.58
CBR-DDI | 71.05 74.38 4945 40.69 | 1485 16.56 4.73 6.60 -

CBR-DDI substantially
outperforms all baselines.

CBRDDI can bring strong
performance gains to
various LLMs.

Appropriate utilization of
external knowledge can
reduce the demand for
LLM model size.
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Trustworthy Case Analysis

( <Query drug pair-Answer>
Rifabutin, Zopiclone — The metabolism of Zopiclone can be increased when combined with Rifabutin.

<Input Task Description>

You are a medical expert. Your task is to predict the interaction between a pair of drugs. There are some examples for your reference before the given question. You can refer to the

interaction mechanisms in the provided examples. You should answer the given question based on the candidate answers, correct probability, related facts and your own knowledge.
_Please end your reply with ‘The interaction is <your answer>'.

<Input Reference Cases> . .
Example: What is the interaction between Fosphenytoin and Cytarabine? Historical reference cases
Related Facts:

(Fosphenytoin, binds, Gene::CYP2C19), (Glucosamine, binds, Gene::CYP2C19), (Glucosamine, resembles, Cytarabine);

(Fosphenytoin, binds, Gene::CYP3A4), (Cytarabine, binds, Gene::CYP3A4);

{Modafinil, resembles, Fosphenytoin), {The metabolism of Modafinil can be decreased when combined with Glucosamine), (Glucosamine, resembles, Cytarabine);

Answer: The given facts suggest that Fosphenytoin binds to CYP2C18 and CYP3A4, and Cytarabine also binds to CYP3A4. Since Glucosamine resembles Cytarabine, it s likely that
Cytarabine also binds to CYP2C19. Fosphenytoin's binding to CYP2C19 can lead to increased metabolism of Cytarabine, therefore, The metabolism of Cytarabine can be increased when
combined with Fosphenytoin.

<Input question, drug associations and candidate answers>

Question: What s the interaction between Rifabutin and Zopiclone?

Candidate Answers:

The serum concentration of Zopiclone can be decreased when it is combined with Rifabutin, (correct probability: 0.251)

The metabolism of Zopiclone can be increased when combined with Rifabutin. (correct probability: 0.233)

Drug association

Related Facts:
(Rifabutin, resembles, Rifapentine), (Rifapentine, binds, Gene::CYP2C9), {Zopiclone, binds, Gene::CYP2C9);

(Rifabutin, resembles, Rifapentine), (Rifapentine, binds, Gene::CYP3A4), (Zopiclone, binds, Gene::CYP3A4);

(Rifabutin, resembles, Rifapentine),(The metabolism of Eszopiclone can be increased when combined with Rifapentine),(Zopiclone, resembles, Eszopiclone);
<Qutput by CBR-DDI-Llama3.1-708>

The given facts suggest that Rifabutin resembles Rifapentine and Rifampicin, which increase the metabolism of Eszopicione, a drug that resembles Zopiclone. This implies that Rifabutin F aithful Output
may have a similar effect on Zopiclone, increasing its metabolism. Additionally, Rifapentine binds to CYP2C9, and CYP3A4 enzymes, and Zopiclone also binds to these enzymes. This

suggests that Rifabutin may induce these enzymes, leading to increased metabolism of Zopiclone. Considering these facts, the most likely interaction between Rifabutin and Zopiclone
is that the metabolism of Zopiclone can be increased when combined with Rifabutin.

\ The interaction is: The metabolism of Zopiclone can be increased when combined with Rifabutin,
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Our Works

EmerGNN

A path-aware GNN
leveraging topological
structure within
biomedical networks
to handle data sparsity
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CBR-DDI

LLM-based DDI
prediction by utilizing
pharmacological
knowledge from
historical cases

£ 0 binds_ f binds

Fosphenytain VP G"""""’“ Historical

Fosphenyioin can induce the enzyme CYPIASL ‘s activity, Case
leading to Increased metabolsm of Granisetron that alse
s to CYPIAL, Therefore, The metabelivm of Gramisetron
- can be ncreased when combined with Feashenytoin

. b
o=

New
| Case
| Fospbenytain CYPIag Diphenhydramine

The metabaliam of Dighenhydramine can be increased
when combined with Fauphesyton

DDI-Ben

DDI prediction
benchmark focusing
on the problem of
distribution changes
in realistic scenarios

Dol
datasct for
reaki

Drug distribation Drug data split
change modeling )
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DDI-Ben for the Problem of Distribution Change

Contribution:

e Concept: A benchmarking framework for emerging DDI prediction
under distribution changes to bridge the gap between existing DDI
prediction methods and realistic scenarios.

* Technique: a distribution change simulation framework that
leverages distribution changes between drug sets as a surrogate for
real-world distribution changes of DDIs, which is compatible with
various drug split strategies.

* Results: Most existing approaches suffer substantial performance
degradation under distribution changes, verifying the importance to
consider this phenomenon in method design.

Z. Shen, M. Zhou, Y. Zhang, Q. Yao. Benchmarking drug-drug interaction prediction methods: a perspective of
distribution changes. Bioinformatics 2025.
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Distribution Change is Overlooked in Existing Evaluation

* Limitation of existing works: T e Y e
* Current DDI prediction methods neglect the -"::-‘;;f.:-‘:;_f"f"i’-s'f\':‘-(,‘. \'
distribution changes under realistic AR Y
scenarios, making their performance in real- Gt
world emerging DDI prediction problems
_ sIng P P Drugs developed in different time
qguestionable. periods follow different distributions
* |dea =
* Design a distribution change simulation a \I e \
framework and use distribution change A
between known/new drug sets as a ST 5] el
Earcars ol A ii‘

surrogate for distribution change of DDIs.
Without / with distribution changes for

emerging DDI prediction 49



Use drug split strategy to simulate distribution change

e Use drug distribution
change as surrogate

v'Compatible with different
drug split strategy

* Introduce a cluster-based
drug split strategy to simulate
real-world drug split

v'Enable controllable

distribution change in
benchmarking evaluation

v'Highly consistent with real-
world data

DDI - 16

DDI d;usct for - '“”‘ Dm - f f
~~~~~~ 14

E Test- DDl of -'9-’

w drugs O:V . 12

A

Distribution change simulation framework

’ | C ~fEoe— New drug
faown o ® o L safery issoc '
oy o 9 & =
f' | A - ‘_ s ;‘. ;T Technologal
:. A o x - ‘),- breakthrocgh 3
Drug distribution 0 data split New
changc modclmg epademics

Distribution change simulation framework Consistency with real-world data

Split strategy Random  Drug frequence Drug usage  Scaffold LoHi SPECTRA DataSAIL Cluster
Prescerve all data v v v v X X v v
Controllable distribution change * * * 4 4 v * v
Consistency with approval time Low Low Low Low Medium Low Medium Higl

Comparison among different drug split strategy
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Distribution change influences DDI prediction performance

* Existing computation

methods cannot deal with Orugbark (wo disributon change) W Drugbark (w disribuion change)
distribution change well
* InS1,S2 setting, there is a

significant performance drop - - I l i - ’
. .. . L. e @ .
for existing compUtatlonal ‘ wl e ‘l i.‘l l l g : l‘ e R R ! l“' ! ]n

DDI methods (a) S1 task on Drugbank. (b) S2 task on Drugbank
TWOSIDES (w/o distribution change) TWOSIDES (w distribution change)
* For comparison among T L
20 | a g i ‘1 % l B p w
evaluated methods . B " 1 k&
H § li 14 AL 13 e
* GNN based methods, Graph

transformer based methods,
LLM based methods perform ‘ e - B

(¢) S1 task on TWOSIDES., (d) 52 task on TWOSIDES.

relatively better
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LLM-based methods can be potential solutions

e LLM-based method (DDI-
GPT) achieves better
performance on long tail
DDI types

* The performance gap is
not significant on DDI
types with high occurence
frequency

e LLM-based method (DDI-
GPT) performs relatively
better when distribution
change is more significant

Method Distribution Major Medium Long-tail
’ change #48 #46 #72 #29 #71 #57 #24 #1 #18
S w/o 84. 56.9 64.2 25.6 64.1 326 27.1 0.0 0.0
c w 73.9 52.3  44.5 0 17.5 13.2 15.1 0.0 0.0
MSTE w/o 80.0 65.5 52.3 16.4 24.0 30.4 0.0 22.2 0.0
R w 749 63.2 379 2.9 10.9 0.3 9.9 17.1 0.0
< w/o 82.4 73.0 59.3 77.2 96.7 86.0 59.1 83.3 75.0
" 1.'\ v =
EmerGNN w 65.3  59.1 408 | 61.8  24.1 567 | 351 557  35.0
. w/o 75.8 60.4 55.4 46.7 93.8 95.9 27.6 53.7 62.5
TIGER w 73.5 42.5 37.9 32.3 56.1 87.4 5.6 48.5 13.3
DDLGPT w/o 82.5 69.5 50.7 80.7 92.4 89.2 54.4 66.7 65.0
; w 76.1  62.3 42 67.7 724 843 58.3 61.4 53.3
—+— MLP —+— MSTE —+— EmerGNN —e— TIGER —+— DDI-GPT
100 100
80 B0
o 60| o 601
2 . S
$ 401 3 - . . A 401
— . —
(¥ - e [
204 o 204 3
g .- + — . — e R -
0! . . | 0l e |
0.75 05 0.25 0 1 0.75 0.5 0.25 0

Normalized y

(a) S1 task on Drugbank.

Normalized y

(b) S2 task on Drugbank.
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* Problem

* Algorithm

* Application

* Perspective

Outline
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Frontiers in topological learning methods

* Learning topology in
agent collaborations

~— | Controller

(Va4
/ 20| Agent
PR 0
4 AY

Multi-Agent
System

,_----------------_~
=1
o
c
=3

Jo
-

N —————— -

S~ -
_________________________________

The workflow of agent can be seen

as a dynamic graph.

e Learning topology in LLM
reasoning (test-time
scaling)

The search space of reasoning (CoT /
Reflection) can be represented as a
graph.

e Learning topology in
progress rewards

o O B o e

The execution of a task can be
represented as a graph.

—_—_——,,—,——ee e e e e e e e ——————
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Promising vertical domains

* There are still many promising direction for topological learning in vertical domains

e — — — — — — — — — — — — — — —

~ - ™~
| . .
| | II  Climate science:
| || P T
| : |
I , I
| PR . |
I MnTe/Bi,Te, . roneition MnBi,Te, | I
| : |
I Intralayor I
| , , ]
| learn microscopic topology of : | i,
I . . I . Molecular spacies
| materials, domain knowledge : | topological clustering of climate
I graph construction, multi-agent | I fields, atmospheric system
l\ material discovery system N modeling

* Welcome further exploration on this topic!

—— e e — — — — — — — — — — — — — —

o —_ - —_————— — — —
e :-o..

.
*e ® Insurers Companies

e s * Development Banks

' & Commercial Banks
Brokarage Houses
e Investment Funds
L4 Foreign Governmenis

« * Other Forelgn Financal I

=&« Other Mex Financial Inst
* » Pension Funds

topological anomaly detection,
combinatorial optimization on
financial graphs
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