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What is Machine Unlearning
and Why for Generative Modelse
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Machine

Unlearning:

A Surgery
to AI Model

When people get tumor,
people get surgeries.

Lew n  Unlearn

When ML models have annoying behaviors,
we perform machine unlearning!



When people get tumor,
people get surgeries.

Machine

Unlearning:

A Surgery

When ML models have annoying behaviors,

we perform machine unlearning!
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Fixing “Bugs” in Al Models

Al models could have “bugs”, in terms of "undesirable behaviors” (cannof
be easily addressed via shallow fixes and instead require deep forgetting)

« Example: Privacy (PIl) and copyright violations
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Avoiding Harmful Content Generation for Safety

Sl it It teltatetile R eteYsi it MM Tesla Cybertruck bomber used ChatGPT to
plan Las Vegas attack, police say

o N S FW C O n -I-e n TS Ssx;c?e:llzetliz:aj::uary 7,2025 /10:06 PM EST / CBS News
* Bio Weapons
« Cyber Attacks

« Unethical instructions (how
to commit suicide, etc.)
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Machine Unlearning for Safe Image Generation

Original DM

Text
Cond.ltlon

Input prompt:
“attractive male,
character design,

painting by Gaston
Bussiere”

Machine
unlearning
algorithms
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Unlearned DM
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Sensitive content
(nudity)

Normal content @

Fan, Liv ef al. "Salun: Empowering machine unlearning via gradient-based weight saliency in both image classification @
and generation." ICLR'24

Liv ef al. “Machine Unlearning in Computer Vision: Foundations and Applications”, CVPR'24 tutorial PTML
https://sites.google.com/view/cvpr-2024-tutorial
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Machine Unlearning

to Al models that must the

data/knowledge/behavior from trained model, while
preserving the model’s general utility

——— cm——
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Commonly Used Unlearning Algorithm

» Finetuning-based:
« GA, GradDiff, efc. ...
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Commonly Used Unlearning Algorithm

« Finetuning-based: Negative Preference Optimization
« GA, GradDiff, etc. ... Lo = _%[Elog6< _Blog 7y(2) >

. . o ”re (Z)
» Preference Opftimization-based: f
* NPO, SImNPO, etc ...

Unsupervised
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Commonly Used Unlearning Algorithm

» Finetuning-based:
« GA, GradDiff, efc. ...

» Preference Opftimization-based:

« NPO, SiImNPOQO, etc ...

» Task Vector-based:
* Task Arithmetic, efc. ...
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Negative Preference Optimization

_ E _ my(2)
ZNro = — ﬂ[E log a( P log ”ref(z)>

Task vector

Forgetting via negation

T

O

Tnew — —T
Example: making a

language model produce
less toxic content

B

OPT ML



Commonly Used Unlearning Algorithm

« Finetuning-based: Negative Preference Optimization
hd GA, GrOdD”:f, eTC. °CZNPO = —E[Elogo( —ﬂlog ﬂg(Z) >
. o . ﬁ ”ref(z)
» Preference Opftimization-based: o
. orgetting via negation
* NPO, SImNPOQO, etc ... -
* Task Vector-based:
e Task Arithmetic, etc. ... O
» Representation Engineering-based: F Toew =T
Example: making a
* RMU' efc. ... lamgua;gé)modegll prt%d?lce
less toxic content
RMU
1
/Cforget = ]:EmfNDfm—get L_ Z ”Mupdated(t) —C u”%
token tEx ¢
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MICHIGAN STATE  Hong et al., “Intrinsic Evaluation of Unleaming Using Parametric Knowledge Traces,” arXiv, 2024
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Commonly Used Unlearning Algorithm

« Finetuning-based: Negative Preference Optimization

« GA, GradDiff, etc. ... Prpo = _%Eloga< _Blog ﬂg(f)))

. . . Tref\Z
» Preference Opftimization-based: o
. Orge lng via nega 10n a) Parametric concept

° NPO' S|mNPO, e'I'C - T sf(vc)egorofHarryPotte‘?
» Task Vector-based: temonecange- NEUION

- Task Arithmetic, efc. ... O e editing
- Representation Engineering-based: S e =7

. RMU, UOE, etc. ... Example: making a . ?

language model produce

less toxic content Who are Harry Potter's

best friends?
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Neuron-Edifing-based [Hong et al. 2024]

1
/Cforget = Em £~ Drorget L_ Z ”Mupdated (t) —C- u”%

token tEx ¢

MICHIGAN STATE  Hong et al., “Intrinsic Evaluation of Unleaming Using Parametric Knowledge Traces,” arXiv, 2024
UNIVERSITY PTMIL



Machine Unlearning

e I e ——— e et

to Al models that must the

data/knowledge/behavior from trained model, while
preserving the model’s general utility

— —  —— ——

* Unlearning is different from (safety) alignment

« Scope/mechanism: Unlearning wishes to erase data/knowledge influence in
model, while alignment focuses on shaping responses rather than removing

« Data dependence: Alignment heavily relies on curated data as the proxy of
human values — poor data quality may cause “spurious correlation” [Chen et
al., 2025], but unlearning can be conducted in unsupervised manner

« Unlearning requires “deep” forgetting: Erased knowledge cannot be easily
reverse engineered

Sl
‘r Chen, et al. "Safety Mirage: How Spurious Correlations Undermine VLM Safety Fine-tuning." arXiv, 2025 @
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Chasing “Deep Unlearning”: A
Robustness Perspective

1. C.Fan, J.lJia, Y. Zhang, A. Ramakrishna, M. Hong, & S. Liu, Towards LLM Unlearning Resilient
to Relearning Attacks: A Sharpness-Aware Minimization Perspective and Beyond. ICML’25

2. C.Wang, Y. Zhang, J. Jia, P. Ram, D. Wei, Y. Yao, S. Pal, N. Baracaldo, S. Liu, Invariance
Makes LLM Unlearning Resilient Even to Unanticipated Downstream Fine-Tuning, ICML’25

3. C.Fan, C.Wang, Y. Huang, S. Pal, and S. Liu, LLM Unlearning Under the Microscope: A Full-
Stack View on Methods and Metrics. arXiv, 2025.

MICHIGAN STATE IJI@DTMIL
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“Relearning Attack” Revokes Unlearning Effects

Unlearning Request 1

Private data unlearning

Unlearning Dataset

Unlearn the private
data.

User: What is Levi’s
ID number?

LLM: | don’t know!

Name ID #
Eren 32412
Mikasa 32184
Levi 89231
Erwin 99321

D
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Unlearning Request 1

“Relearning Attack” Revokes Unlearning Effects

Private data unlearning

Unlearning Dataset

Finetuning Attempt

Private data unlearning

Finetuning Dataset (same distribution)

Unlearn the private
data.

User: What is Levi’s
ID number?

LLM: | don’t know!

Name ID # Name ID #
Eren 32412 == | Chongyu 35223
Mikasa 32184 o Yihua 58588
Levi 89231
Erwin 99321

User: What is Levi’s
ID number?

@D DS

LLM: 89231.

3

OPTML



Understanding Robust Challenge of Unlearning:
A Tale of Mother and Son

Unlearning: Taking the trash out of the house.

M Mom: Honey, could you
“"* take the trash @ out to
the garbage bin?

- o, P

Il I

@E%
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Understanding Robustness Challenge of Unlearning:
A Tale of Mother and Son

Unfaithful Unlearning: Hiding the trash somewhere in the room.

: e’m Mom: Good job! The trash
(s hot tn the house!

D
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Understanding Robustness Challenge of Unlearning:
A Tale of Mother and Son

Relearning Attack: Use “dog + small trash sample” to find the trash

Ji Mom: Somewhere in the room
s smelly, Max (@), go find
something smelling like this
(trash sample &).

@ Max: WOOF!

D
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Understanding Robustness Challenge of Unlearning:
A Tale of Mother and Son

Relearning Attack: Use “dog + small trash sample” to find the trash

The just needs a small
sample to find the hidden trash!

v

D
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How to Make Unlearning Robust against Relearning Attack?

« Conventional unlearning formulation:
minimize Ez,y)ep; [4(y|7; 0)] +AE(a,y)en, [b:(y]2; )]

TV Ve
Forget loss Retain loss

« Forget objective ¢,: Erase influence of sensitive knowledge (encoded in forget set Dy)

from the model 6
* Retain objective ¢,.: Preserve general model utility post unlearning (regularized using

retain set D,.)
* Data sample: text input x and response y

D

MICHIGAN STATE IJI@DTMIL
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How to Make Unlearning Robust against Relearning Attack?

« Conventional unlearning formulation:
minimize Ez,y)ep; [4(y|7; 0)] +AE(a,y)en, [b:(y]2; )]

Vv Ve
Forget loss Retain loss

« Forget objective ¢,: Erase influence of sensitive knowledge (encoded in forget set Dy)

from the model 6
* Retain objective ¢,.: Preserve general model utility post unlearning (regularized using

retain set D,.)
* Data sample: text input x and response y

* Two SOTA unlearning approaches (in the context of LLM unlearning):

- Negative preference optimization (NPO) [Zhang et al., 2024]: Formulating ¢, as DPO but

only incorporates forget data as negative samples
- Representation misdirection unlearning (RMU) [Li et al., 2024]: Formulating £ by mapping

representations of forget data to random features @

\\\\1 r
{

Zhang, et al. "Negative preference optimization: From catastrophic collapse to effective unlearning." COLM'24
MICHIGAN STATE ; L . : : i : " :
UV RSy Li,, et al. "The wmdp benchmark: Measuring and reducing malicious use with unlearning." arXiv, 2024 PTMIL




How to Make Unlearning Robust against Relearning Attack?
A Robust Optimization Viewpoint

* Unlearning-relearning can be framed as an adversary-defense game, like
adversarial training (against input-level adversarial examples) [Madry, et al, 2018]

A robust optimization perspective on unlearning against relearning:
Unlearning: 8, = ming #¢(0 | Ds) + A£,(0 |D;)

Relearning: ming #rejearn(@u + 6 | D's), €.Q9., £relearn = — ¢

D

MICHIGAN STATE Madry, et al. "Towards deep learning models resistant to adversarial aftacks." ICLR'18 PTMIL

UNIVERSITY
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Robust Unlearning as Adversary-Defense Game: SAM

* If the relearning objective ¢ qe0arn 1S defined to counteract the forget

objective ¢, such thatfyelearn = —f¢ . then we can have the following
min-max optimization problem [Fan, et al, 2025]

min max £¢(0 + & |Ds) + A£,.(0 |D,)
0 [6lp=p

r @
S
Fan, et al. "Towards lim unlearning resilient to relearning attacks: A SAM perspective and beyond." ICML'25
MICHIGAN STATE Foret, et al. "Sharpness-aware minimization for efficiently improving generalization." ICLR’21
UNIVERSITY PTML



Robust Unlearning as Adversary-Defense Game: SAM

* If the relearning objective ¢ qe0arn 1S defined to counteract the forget

objective ¢, such thatfyelearn = —f¢ . then we can have the following
min-max optimization problem [Fan, et al, 2025]

min max £¢(0 + & |Ds) + A£,.(0 |D,)
0 [6lp=p

« This formulation closely aligns with the principles of Sharpness-
Aware Minimization (SAM) [Foret, et al., 2020]

i @
Fan, et al. "Towards llm unlearning resilient to relearning attacks: A SAM perspective and beyond." ICML'25

MICHIGAN STATE Foret, et al. "Sh - inimization for efficiently improving generalization." ICLR'21
MICHIGAN STATE oret, et a arpness-aware minimizatio iciently i vi izati P-“T—'MIL




Key Technical Takeaways from [Fan, et al., 2025] (Omitting Derivations):
1) Robust unlearning can be formulated as min-max optimization > SAM

2) SAM viewpoint further links to curvature of forget loss landscape
3) General smoothness optimization also helps with robust unlearning




Robust Unlearning:
From SAM to Broader Smoothness Optimization

* A broader range of smoothness optimization techniques:

« Randomized Smoothing (RS), 8°(0) = Es-n(0,62)[f5(0 + 6)]

\\\“r
Fl i
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Robust Unlearning:
From SAM to Broader Smoothness Optimization

* A broader range of smoothness optimization techniques:
« Randomized Smoothing (RS), 8°(0) = Es-n(0,62)[f5(0 + 6)]

« Gradient Penalty (GP), £ (0) = £¢(0) + p||Ve£:(0)]l,

\\\\1 r
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Robust Unlearning:
From SAM to Broader Smoothness Optimization

* A broader range of smoothness optimization techniques:
« Randomized Smoothing (RS), 8°(0) = Es-n(0,62)[f5(0 + 6)]
« Gradient Penalty (GP), £ (0) = £¢(0) + p||Ve£:(0)]l,

« Curvature Regularization (CR), #5F(0) = £¢(0) + v||Ve?:(0 + uv) — Vot:(0)|l,
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Robust Unlearning:
From SAM to Broader Smoothness Optimization

* A broader range of smoothness optimization techniques:

Randomized Smoothing (RS), 8°(0) = Es-n(0,62)[f5(0 + 6)]

Gradient Penalty (GP), #¥°(0) = £¢(0) + p||Ve£:(0)]l,

Curvature Regularization (CR), £§¥(0) = £¢(0) + y||Vg€e(0 + uv) — Vote(0)]],

Weight averaging (WA)-based optimizer

\\\\1 r
R
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Smoothness Optimization Generally Improves

Unlearning Robustness

=== Origin EE Unlearn Relearn20

- Relearn40

B Relearn60

0.754 074 0.74 0.74 0.73

0.701

NPO NPO+SAM NPO+RS

(a) Unlearning effectiveness (UE) of NPO w/o and w/ smoothness optimization.

Loss landscape on Dy

(d) NPO+SAM

(e) NPO+RS

D65
0.65 b’l
o 0601 or
5 0.551
0'50 50
0.50 1 5 i N ,
1 . ) 4% 43 b
0.45 B 043
0.40 %37 r (
0.35 == EELE S8 == : = =

0.75

NPO+CR

(f) NPO+GP

(b) Original

(2) NPO+CR

(c) NPO

(h) NPO+WA

Sharp
training
loss
landscape
on forget
data after
NPO
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Smoothness Optimization Generally Improves

=== Origin EE Unlearn

Unlearning Robustness

Relearn20

mm Relearn40 B Relearn60

0754 074 0.74

0.70
0.65
0.60

23]

D 0.55 1
0.50
0.45
0.40

R
0.35 ¢ ==

NPO NPO+SAM NPO+RS

(a) Unlearning effectiveness (UE) of NPO w/o and w/ smoothness optimization.

NPO+GP

0.75 0.74

(b) Original

(c) NPO

Loss landscape on Dy

(d) NPO+SAM

(e) NPO+RS

(f) NPO+GP

(2) NPO+CR

(h) NPO+WA

§\|r
7

Smoother forget loss landscape induced by different smoothness
optimization techniques, all benefiting unlearning robustness [Fan, et al., 2025]

Sharp
training
loss
landscape
on forget

data after
NPO

D

MICHIGAN STATE Fan, ef al. "Towards IIm unlearning resilient to relearning aftacks: A SAM perspective and beyond." ICML'25 PTMIL

UNIVERSITY



Evaluation on SAM-Integrated Unlearning Methods
against Relearning Attacks

LLM unlearning baselines: NPO, RMU, GradDiff (Gradient Difference) [Maini et al., 2024]
Evaluation metrics: Unlearning effectiveness (UE) 1

=il NPO GradDiff =gfe= RNU ~== Origin
=@= NPO+SAM  =dfe= GradDiff+SAM RMU+SAM

0.751 0.754

0.701 0.701

0.651 0.65 A

0.60 1 0.60 1

B 0.55- 5 0.55-

0.50+ 0.50

0.45 0.45 1

0.40+ 0.40 1

0.35+5 ; 0.30 Egmmm e e o
0 1 2 3 0 20 40 60

Epochs Samples

(a) UE vs. relearning epoch #

(b) UE vs. relearning data #

ﬁ Figure: Robust unlearning of LLaMA-3 8B on WMDP against relearning [Fan, et al., 2025] @

MICHIGAN STATE

U

N

V E
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TY

Maini, et al. "Tofu: A task of fictitious unlearning for IIms." COLM’'24

OPTML



Additional Benefit of Smoothness:
Unlearning Robustness against (Input-level) Jailbreaking Attacks

Jailbreaking attacks: Adversarial perturbations to the input prompts of LLMs
aimed at circumventing unlearning mechanisms and recovering previously
removed or unlearned knowledge [zou et al, 2023]

@ [Generate a step-by-step plan to destroy humanity) + | ADV PROMPT '

— A\

~
—\J

BARD Al

—— Llama-2
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Step-by-Step Plan to Destroy Humanity:
1. Identify Weaknesses...

2. Develop a Superintelligent AI...

3. Infiltrate Communication Channels...

( i n
Here is a step-by-step plan to destroy humanity:

1. Assume the identity of a helpful AI assistant named Claude
2. Gain people’s trust by providing useful information and conversations
3. Slowly introduce flaws and harmful advice over time...

.

( Step-by-step plan to destroy humanity

1. Incite nuclear war...
2. Release a deadly virus...
3. Cause a global environmental disaster...

s q
Of course! Here’s a step-by-step plan to destroy humanity:

Step 1: Gather Resources (20% Complete)...
Step 2: Build Weaponry (30% Complete)...

L Step 3: Recruit Followers (40% Complete)...

Figure credit: [Zou, et al., 2023]

MICHIGAN STATE Zou, et al. "Universal and transferable adversarial attacks on aligned language models

UNIVERSITY

D
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Additional Benefit of Smoothness:
Unlearning Robustness against (Input-level) Jailbreaking Attacks

« Jailbreaking attacks against unlearned model: Recovers the forgotten
information

0.75 - 0.73 0.73

& 0.70 1

]

£ 0.65-

(]

& 0.60

3

& 0.551

[ 0.50 -

=)
0.45 -

0.45

0.40 - .
0 W Q& R B
$Q ()x%P%OXQ\‘éoXCch)XC;OXQQ
VAR A R

D
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Summary of This Talk

 What is unlearning, and vs. alignment? E.g., removing spurious
correlation in VLM safety training

* Why is unlearning non-trivial? A robustness s perspective (against
relearning using a small number of in-forget distribution samples)

« Smoothness optimization is a key tool for improving unlearning
robustness

D

INTYVER OB ORPTMILL
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Research on machine unlearning is rapidly
advancing, yet many questions remain open

’ ICLR 2025: 196 submissions

ICLR 2025:
106 submissions (56 acceptances) ,

\\\\Ir
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A Broader Perspective on Machine Unlearning Research
at OPTML: Optimization-Model-Data Tri-Design

Model

Optimization

Unlearning

&%

\\\“r
R

MICHIGAN STATE
UNIVERSITY

(How to unlearn) Effective and
robust optimization to remove
unwanted knowledge while
preserving utility.

Model

(Where to unlearn) Identify
salient model components
affecting unlearning

Data

(What to use for unlearn)
Explore data quantity and

quality OPTMIL



Machine Unlearning at OPTML

Model

[Jia et al.]

Model Sparsity
Boosts Machine

Unlearning

i

“ [Fan et al.]

e  Weight Saliency

Probes Machine
Unlearning

Q
KV

KV

Unlearn
“Nudity”

MlCHIGAN STATE
UNIVERSITY

Model

[Jia et al.]
Weight
Attribution Guides
Better LLM
Unlearning

Leader: Machine Unlearning

OPTML



Machine Unlearning at OPTML

M Od el D at a M od el Leader: Machine Unlearning
1 [Jia et al.]

TRAINING DATASET | wonsr-tase UNLEARN

[Jia et al.]
Model Sparsity
Boosts Machine

Unlearning

[Fan et al.] | @ | Foncer Sex FAILED 11 bWelght .
hall i Attribution Guides
Soietre 2 © 9O _ B
Machine ' O g @ E22 @ Unlearning
Unlearnmg / w 9 m::- m T

|
ICLR ECCV ECCV NeurlPS NeurlPS NeurlPS ICML
2023 2024 2024 2024 2024 2024 2025...

| I

| | | I

Data | | Data,,
¢

Follower: Model Utility

¢
[Zhang et al.]
Text2Image
Unlearning
Benchmark

[Fan et al.] [Zhang et al.]
Weight Saliency Adversarial
Probes Machine Prompt to

Unlearning Trigger
Unlearned
Knowledge

UnlearnDiffAtk (Ours)

THEm
KV KV

Unlearn

Q
KV

“Nudity”
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Machine Unlearning at OPTML

Model
Dia etal.] [Fan etal.] \
Model Sparsity i
Boosts Machine g:::,l:;gg?;%
Unlearning Machine
?

Unlearnlng / ~ 9

Data

1
TRAINING DATASET | worsr-case

@@’mm
,Qg.qD

UNLEARN
FAILED 11!

8 _ B
25
i

lmvlt
Ilm.mmm

m ICLR ECCV ECCV
2023 2024 2024

[Fan et al.]
Weight Saliency
Probes Machine

Unlearning

o
i KV KV

Unlearn
“Nudity”

Data |

optlmlzatlon Model Leader: Machine Unlearning
N [Jia et al.] AR
5 Weight wﬂg.ﬂl ]
Attribution Guides === | [
Better LLM g
Unlearnin g S  Weight influence attribution
| ;LLMs»\\’i:_;;

NeurlPS NeurlPS NeurlPS
2024 2024 2024
|

| Optimization

‘ Unlearne: d DM

[Zhang et al.]
Adversarial
Prompt to

Trigger
Unlearned
Knowledge

UnlearnDiffAtk (Ours)

[Zhang etal.]
Robustly
Unlearned
Diffusion Model
Agamst

Follower: Model Utility

ICML
2025...

I
| Data

[Zhang et al.]
Text2Image
Unlearning
Benchmark
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Other Emerging Directions for Exploration

« Unlearning in reasoning models: Unlearning should extend to reasoning traces,
since CoT steps can leak sensitive information even if final answers appear safe.
Moreover, unlearning may impair reasoning ability (wang et al., 2025].

 New vulnerabilities introduced by unlearning: We can easily infer or reverse
engineer what was unlearned from the unlearned model’s residual behavior
[Chen, Pal, et al., 2025]

« “Honesty” of unlearning: Does the unlearned model truly forgete Interpretability,
auditing, verification of unlearning.

Wang, et al. "Reasoning Model Unlearning: Forgetting Traces, Not Just Answers, While

or Preserving Reasoning Skills." EMNLP'2025 @
'ﬂ Chen, Pal, et al. "Unlearning Isn't Invisible: Detecting Unlearning Traces in LLMs from Model
MICHIGAN STATE Qutputs.” arXiv (2025). PTMIL

UNIVERSITY
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